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What are societal events?

Week 45
Epidemics outbreak on Week 47 ending Nov 22, 2014 in southern region
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https://www.google.com/search?q=economic+crisis&source=Inms&tbm=isch&sa=X&ved=0ahUKEwiBlsa

What are societal events?
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Societal Events
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Societal Events are Forecastable

Complaining, July 1, 2012-July 3, 2012
Civil unrest V
o
Fair Election? @enn #EPN seem ta keen trvina to FRALID the election . or?

— =
Those votes will not be counted only way to ensure a fair and honest election

A

4 This is just beginning ... this has not been a democratic election

Planning, suly 3, 2012~July 4, 2012
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Never let anyone stop you from speaking out against injustice. It is okay if
others disagree with you. Stand up for what you believe in.

! Today #tauro do not hesitate to raise your voice in protest against injustice.
“) Who comes to march 7 '
Dissemination, Julys, 2012 ~July 6, 2012
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Societal Events are Forecastable

e Transportation congestion

-

Additional Questions
—_&——

1. Trigger event type?

Practitioners want much more than just prediction results

Event 4
(on 185/17ST)

detoured traffic

Event 3
(on Peachtree RD)

detoured traffic

Event1
(on 185/Buf Hwy)

fire on road

Event 2
(on 185/Downtown)

roadblock ahead

i

2. Trigger event?

fire accident

Event 1

3. Indicative messages/signals?

Event 2
b S
posts/images

Event 1
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Societal Events are Forecastable
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Societal Event Forecasting

e Given some indicators, the task of societal event forecasting is to
predict the time, location, and topic of a thing occurring in the future
with significant social impact.

e Underlying mechanism of societal events
o Complex
o Hard to comprehensively model
o Largely unknown

[ Social Indicator } »  Model { Future events ]

Build the forecaster driven by large historical data
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Examples of Social Indicators
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Characteristics of Social Indicators in Big data Era

e Ubiquitiousness
o Every user/agent of social media/web/forum is a social sensor.
o They are everywhere observing the world all the time.

e Timeliness

© 6,000 tweets every second.

o 500 million tweets per day.
o Usually beat the earliest official reports.

e Indicative and predictive signals

1

: emily @ egb__ - Dec 3 v

: Guys. I’'m going to buy a Pixel. I'm so tired of my phone shutting itself off at
30%. I’'m done. I will not be bullied into a new Iphone.

1

: ( Niscey @textbookbully - 12 Nov 2014

1 They're trying to make me take a flu shot.... | will not
1

1

()] = N\
1 .0 -:::D 0.0 i P @veolettes - 23h
Complaints toward Trump on Change.org | Q going o see a star war on christmas but u know... ather me be seeing fish
| butts

O 1 0 Q 4

v
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Social Indicators vs. Event Precursors

e Social indicators can be general signals, features, and
even distributions in open source data sets

e Event precursors refer to specific examples or
iInstances in the historical data given a prediction

13



Challenges in Societal Event Forecasting
and Precursor Identification

1. Dynamics 2. Multiple resolution
new #hashtags, abbreviations, new words | | many messages with country info,

—A— truck

few with coordinates

Social Media Data with Different Geo-resolution

Latfh America

3. Data incompleteness
Reddits enable geo-info this year

0% 20 40 60% 80
- o = Country-level State-level M City-level M Lat-Long
Less than 5%

In Fine-grained Spatial Event Forecasting tasks,
Most of the data discarded

Incomplete data Complete data
:
o T 4. Big Data Paradox
Multiple data s o= many data in total, few data for each user
: - =R
:

o pa— 5. Noisy

1980s 1990s 2000s 20105 1 : Present

typos, chit-chat, rumors




Challenges in Societal Event Forecasting
and Precursor Identification

7. Multilingual, multi-modal

8. Heterogeneous network

Term-to-Term Co-Occurrence
Graph

Tweet ' Tweet Retweet & Reply
Graph

ser Mention

Link

ocation relationship

User Follower
Graph

Spatial Neighborhood
Graph

Dataset #Tweets SPA (%) ENG (%) POR (%)
Argentina 160,564,890 91.6 7.3 1.1
Brazil 185,286,958 10.1 16.0 73.9
Chile 97,781,414 82.8 16.4 0.8
Colombia 158,332,002 89.8 9.4 0.8
Ecuador 50,289,195 91.1 8.1 0.8
El Salvador 21,992,962 91.5 7.8 0.7
Mexico 197,550,208 83.7 15.4 0.9
Paraguay 30,891,602 92.2 6.4 1.4
Uruguay 10,310,514 89.7 8.8 1.4
Venezuela 167,411,358 923 6.9 0.8

9. Sparsity in high-dimensional features
Numerous features of vocabulary and profile
few are of interest for the research task

15



Other challenges

e Dependencies among events, e.g., spatial dependencies
e Lack of labeled data, cannot afford to label massive data

e Model interpretability — societal events are influential
e Lack Mechanism Models

16



Comparisons with Event Detection

Event detection

o Historical or Ongoing events
o Discover anomaly
o Model types
m Unsupervised learning
o Relevant techniques
m Anomaly detection
m Outlier detection
m Change detection
m Motif discovery

Event forecasting

— Future events
— Discover the mapping
— Model types
— Supervised learning
— Self-supervised learning
— Semi-supervised learning
— Relevant techniques
— Autoregressive
— Markov chain
— Classification
— Causal inference

Precursor discovery

— Future events
— Discover the mapping
— Model types
— Supervised learning
— Self-supervised learning
— Semi-supervised learning
— Relevant techniques
— Multi-instance learning
— Multi-task learning
— Classification
— Deep learning

17



Comparisons with Spatial Prediction

Prediction v.s. Forecasting:
« “Forecasting”. Must be variable in the future.
* “Prediction”. Not necessarily variable in the future.

e Spatial Prediction * Event Forecasting
o Dependent variable — Dependent variable
m No need be in the future — Must be in the future
m Usually continuous values —"index” — Usually discrete values — “event”
o Must have spatial dimension — No need be in spatial dimension

18



Overview

Precursor
Identification

focuses on event
interpretation

Event
Forecasting

focuses on
forecasting

Interpretable Event Forecasting Models

19



Part 1: Precursor Identification in Spatio-
Temporal Event Forecasting

Yue Ning (Stevens Institute of Technology)
Huzefa Rangwala (George Mason University)




2014 Venezuelan National Students Protest

major protests

began with student
marches led by
opposition leaders

Feb. 12
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2014 Venezuelan National Students Protest

Opposition Leader, | major protests
Lopez, called upon | began with student
students to marches led by
peacefully protest. J§opposition leaders

Feb. 1 Feb. 12
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2014 Venezuelan National Students Protest

Lopez, alongside Opposition Leader, | major protests

Maria Corina Lopez, called upon | began with student
Machado launched students to marches led by

a campaign to peacefully protest. J§opposition leaders
remove Maduro D28 citie

from office. I

Jan. 23 Feb. 1 Feb. 12
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2014 Venezuelan National Students Protest

Murder of former Miss
Venezuela, Monica Spear.

‘ ‘mlh MLk
[4

L
wdu Q

. Y

s Former presidential candidate
B Henrique Capriles shook the hand
of President Maduro

4

j [
¥ Attempted rape of a young student
iversit inS . : i :
5 gr:isatgg;\fers' y campus i >an Lopez, alongside Opposition Leader, | major protests
Maria Corina Lopez, called upon | began with student
Machado launched students to marches led by
g4 e harsh police response to a campaign to peacefully protest. | opposition leaders
their initial protest . o iy
remove Maduro
from office.
January Jan. 23 Feb. 1 Feb. 12
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If social scientists need to do this a lot

http://phdcomics.com/ 25



The Big Picture

Multl-Task Learning j*‘, (task)(Task)(Task) 1
Relatlonshlps between locations; "!& < (Sharedknowledge) I
Spatio -temporal event progression; (Task)(Task)(Task) I
I\}Iallu_l;\;t.a_n c; .L_e a;ma g ________________________________________ - |
'Label propagation from bag to individual; @@ @@ !
'Temporal constraints between bags; S° + So - |

Representatlon Learning
.embeddings; word2vec; doc2vec; etc.
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Open Source Indicators I
News, blogs, social media, images, videos, time series, etc. I
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Event

Extraction

Information
Extraction

Multi-Instance
Deep Learning

Ranking

Event Modeling

Event
Forecasting

Event
Analysis

Precursor
Discovery

N ><_

Individual
Level

Population
Level

Topical
Analysis

Graph
NEUIEL
Network

Multi-Task
Learning

Multi-Instance
Learning
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Precursor Discovery

» What is Precursor Discovery in Event Forecasting?
- Forecast the occurrence of event of interest using historical data

@ IEI IEI IEI—» Event Probability: 0.85

Day1 Day2 Day3 Day4

29



Precursor Discovery

» What is Precursor Discovery in Event Forecasting?
- Forecast the occurrence of event of interest using historical data

@ IEI IEI IEI—» Event Probability: 0.85

Day1 Day2 Day3 Day4

- Predict days of importance before an event
os lcs

0.75 082 08 |
I

—u L I » | Event
Day1 Day2 Day3 Day4 -

L LTI
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Precursor Discovery

» What is Precursor Discovery in Event Forecasting?
- ldentify key cliﬁcs/%raiiaphi/graphs from large-scale input

Event Probability: 0.85

Day1 Day2 Day3 Day4

LI T ]
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Precursor Discovery

» What is Precursor Discovery in Event Forecasting?
- ldentify key cliﬁcslﬁraiiaphi/graphs from large-scale input

Event Probability: 0.85

Day1 Day2 Day3 Day4

LI T ]

- Formalize precursor storylines

BT 0

> Event Probability: 0.85
Day1 Day2 Day3 Day4




Precursor Storyline

Agenda The Economic :
developed for Convocation \/\ Unresolved
the migrant Argentina organized a ’ debts o
perspective demonstration Argentina
July 30: Standard of
July 28 July 29 Poverty July 31
Lear layoffs :
caused Article on
government
workers to ower
block highway P
Aug. 7: Workers demand Aug. 5 Aug. 3 Aug. 1: International

for better job
opportunities

Court of Justice verdict
on Argentine debt crisis

33



Existing Methods

» Existing approaches for event forecasting (when), examples:

Lasso [Zhao et al, TKDE17];

Fusion Method [Ramakrishnan et al, KDD14];
Multi-Task Learning [Zhao et al, KDD15];
Generative model [Zhao ef al, SDM15];
Limitations:

o Focus on prediction performance, lack of explanation
o Unable to provide structured evidence

34



Existing Methods

« Existing approaches for identifying precursors (why), examples:
- Storytelling [Hossain et al, KDD12];
- Combinational mixed Poisson process [Rong et al, KDD15];
Limitations:

o Dependent on observed event sequence (time series,
sequential)

o Lack of predictive value

35



Modeling Precursors for Event Forecasting via
Nested Multi-Instance Learning [Ning et al. KDD16]

* The proposed method:
- Solve the above problems together (when & why)

- Significantly reduce time of manual inspection of
specialists/scientists

- Generate storylines of indicators while predicting events of interest

36



Multi-Instance Learning

Supervised Learning Multi-Instance Learning (MIL)
@ Positive (o) Positi\_/e bag
@® Negative O Negative bag

he
N

* Incomplete knowledge about labels in training data
* Propagate bag level supervision to individuals

37



Event Forecasting in Multi-Instance Learning

Visiting Egypt, Tillerson Is Silent on Its
‘Wave of Repression a

" aaald ihedbiddle Doc il

oJ Italy’s Far Right Targets a Museum
Discount for Arabic Speakers
Brothers of Italy
“discriminating agaif} Senate to Hold Immigration Debate —
discount for Arabic s§ ‘With the Outcome Unknown

On Monday afternoon, the Senate will begin a novel legislative
adventure. Lawmakers will try to assemble immigration

In Iran, Environme legislation that can garner 60 votes.
Spies I

Albegad foud guonily b sdizection hot hacd |

Quiet.

"ATteT MUTnpIe Tane

'CTIOTES {0 QCTAIN OF NIUZZIC NI, UKTaIme
dumped Mikheil Saakashvili, who is stateless, across the border.

Pos + +

ang
eny

How Can Trump Help Iran’s Protesters? Be

Time

v

NASA Budgets for a Trip to the Moon, but
Not While Trump Is President

o .
Iy Pelosi Spoke for Eight Hours on Dreamers.
! We Checked Her Facts.

The House Democratic leader mostly told anecdotes and
regnal ctorioc Ryt choinalidad o fou facte and faleabonde
British Charity’s Executive Quits as Furor

] Grows Over Aid Workers’ Misconduct

e admiiod has isad

YESTERDAY IN STYLES

2004: When Fake News Was Cool e
Long before “fake news” became a cudgel for the Trumpites, it
"y PR T

Neg -+

“| No Handshakes as Pence Avoids Kim
Jong-un’s Sister at Olympics

The terms were set by President Trump: He was open to their
meeting but only if Mr. Pence delivered a tough message and if
they met away from TV cameras.

Event: Student Protest
Location: San Paulo
Time: 2014-05-01

Time

Event: None
Location: San Paulo
Time: 2014-05-10




Superbag —
Bag

System Overview

» Target Prediction Label, Y

Instance

» Nested Multiple Instance

Learning

estimate | Py.s5) Py P3) P2 Per)
featTEres ‘ | | |
g{ | I I | I I | I I ] mEEn
day t-5 day t-4 day t-3 day t-2 day t-1

—P t+k

@
1 Event (1)

Y: E—

__ . No Event (0)

dayt

 Each news article: Instance

A group of news articles for a day: Bag

* A sequential collection of bags: Super-Bag

 Label is only associated at the Super-Bag Level

 Probabilistic Estimate for every News Article

(Instance) and Day (Bag)
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Nested MIL Objective Function

Reduce classification error

1 ﬁ |
J(w) =" Zlf(S, Y, w)|

Ses
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Nested MIL Objective Function

Reduce classification error Control the probabilities of consecutive days

T I‘T Day1 Day?2
s LS+t Y Z|gxxlw|rjﬂ*ﬁ@

Ses

XX 168
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Nested MIL Objective Function

Reduce classification error Control the probabilities of consecutive days

T I‘T Day1 Day?2
w=LSfE YW)|+_ Zlg)(’,,k’, e |ﬁ@*ﬁ@

Ses
16

% z| )

SES XiES i=1 j=1
X EX;

S|

Control the margin of instance probabilities =~ <=

& —0
1 - . > +1
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Nested MIL Objective Function

Reduce classification error Control the probabilities of consecutive days

T I_T Day 1 Day 2

ﬁzys Yw)|+— Z ZngX W ||ﬂﬁ|“’ﬁﬁl

SeS
168 I I R
].
DV Z|I|
SES; xes i=1 ' j=1
X EX;
Control the margin of instance probabilities =~ €—— Avoid overfitting

& —0
1 - . > +1
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Nested MIL-Delta Objective Function

|g(X,-, X1, w)‘

v
g(X, Xim1, W) = A(X, Xi_1)(P; — Pi_1)?

Cross-bag similarity
Day 1 Day 2
¥ — g

|

I S
»
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Precursor Discovery in Nested MIL

: procedure PD-nMIL
InplIt: S = {(S”‘v YT)}TEn"‘ ) M
OUtPUt: {(ps’l‘a YT)}r€n+
for super bag (Sr,Y;) do

bSr = []

for t = 1,2,...,h(history days) do
ye = ||
for x¢m € Xt do

th = O’(VAVXtm)

if 9tm > 7 then

Yt < (m, Gem)

sort(y:) by ¥tm in descending order
psy < m where m in top(y:)
return {(psr, Yr) fren+

v

Selection of precursors based on their

estimated probabilities

time news
Day t-m-1 ﬁ 0.78
Day t-m ﬁ 0.86
] ]
Day t-1 W oor
Day t il 0.92
- [
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Predictive Performance

Argentina Brazil Mexico
Acc F-1 Acc F-1 Acc F-1

SVM 0.611(£0.034)  0.406(£0.072)  0.693(£0.040)  0.598(£0.067)  0.844(+0.062)  0.814(+0.091)
MI-SVM  0.676(+£0.026)  0.659(+0.036)  0.693(+0.040)  0.503(+0.087)  0.880(+0.025)  0.853(-£0.040)
rMIL-NOR  0.330(0.040)  0.411(+0.092)  0.505(£0.012)  0.661(%0.018)  0.499(+0.009)  0.655(--0.025)
MIL-AVG ~ 0.644(£0.032)  0.584 (£0.055)  0.509(£0.011)  0.513(+0.064)  0.785(0.038)  0.768(--0.064)
GICF 0.589(+0.058)  0.624(+0.048)  0.650(+0.055)  0.649 (40.031)  0.770(40.041)  0.703(+0.056

1. Nested structure models: nMIL, nMIL-Delta, nMIL-Omega
2. The averaged daily estimates help predict events of interest
3. Effect of time accumulation > a single input
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How Early can NMIL Forecast?

Day1 ------- Dayd | =  Event
History Leadtime
5 days
F1 4 days
d 1d 0.691
ay ay Event _l 3 e
ﬁ d a 2 0.71
ay |days , Event — 2 days
ﬁ a 3d 0.67
day | aysI : Event — 1 day
ﬁ g 4d 0.712
day " Iays " Event ——1
day 5 days Event 0.773

5 days
——
5 days
——
5 days
——
5 days
——

5 days
—_—

Event

Event
Event
Event

Event

F1
0.737

0.773
0.687
0.676

0.626
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Event

Extraction

Information
Extraction
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ldentifying Key Sentences and Detecting Events
[W. Wang et al. CIKM16]

e Most of the available text data are expressed using natural
languages

e Transform the unstructured text data into machine readable format

e Help human analysts ingest broader information with less effort

Concise Machine
Readable Applications

Information

49



Problem Formulation & Motivations

Evaluation | [ Open IE ]

[Domain SpeciﬁcJ

Event
Detection

Key Sentence

‘ Identification J ( Visualization ]
System Procedure [Summarization J

T

Automatically detect civil unrest events.

‘ Documents W—DE

|dentify key sentences without ground truth labels.
Allows for event summarization
Downstream event encoding

Visualization and human-in-the-loop
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Challenges

Labor Intensive

Time Consuming

Hard to Adapt to
new Domain

Document label is relatively easy to obtain
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Multi-Instance Learmng + Representatlon Learnlng

Convolutlonal Neural Network MuIt| Instance Learning
| max pooling — ositive bag
|
Convolution
feature maps=6
width=3
height=8 N
L negative bag .
1 5 :Ej neaative bag
L : :
Sentenc Matrix \ =====
|- : : () ® () @
I : :

., mm— . 0@ 0O

c S & O & : :

FFTEY - @ ®
< N : :

Learn distributed representation for instances
Istribu P I I Transfer bag label to instance label

52



Standard Supervised Learning

Standard Supervised Learning

Find a function from the input space (X) to the output space (Y)

f:X—=Y

such that prediction error is low on unseen examples

X

—I ARNANSTHYSESESEARBRBEDSANSHESH
SBSBEBSBESDBESESESEAABDRBSBAMZ
BXBAARBONABDBZBABABRHFEFIFEFA — y 1or1
FEBFHFNEBFBFFBRASARARAREXCDE
GUNASHRDSDABOBSSBFRBGSBADRS)




Multiple Instance Learning

negative bags

\ hegative positive bag
\H n=
posil‘iveQ \ ]

\
AN
\
© \
A ) )
Traditional supervised Multiple-instance

learning learning

[Dietterich et al. 1997]
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Typical MIL Assumptions

no positive instances in negative bag
at least one positive instances in positive bag
at least k% of positive instances in positive bag

instances are independently drawn from distribution
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Key Instance Detection

= The task of classic MIL is to train a classifier that
labels new bags

= Sometimes positive instances are expected to be
identified
= Protest event detall
= Customer review

It is obviously desirable if we can label instances,
which will explicitly recognize positive instances
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Convolutional Neural Network [Denil et. al. 2014]

KmaxPoollngLayer/VZ{/ \ \N // \ \x&\
Convolution Laye \W

W i

/

o S o
BN o S o> O o . %

Distributed Representation of Sentences
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Local and Context Information

Chile student protests point to deep
discontent

By Gideon Long
BBC News, Santiago

® 11 August 2011 Latin America & Caribbean «$ Share

Chile is usually regarded as one of
the most orderly and stable

countries in South America, so the
images that have come out of the
capital, Santiago, in recent days

have been especially shocking.
iThousands of high schooland~
Euniversity students have marched Students are calling for free and equal
through the capital's streets, as well schooling

1as those of other major cities,
\demanding a radical overhaul of the
ieducation system.

Invariably the demonstrations have ended in violent clashes between masked
youths and police officers armed with tear gas and water cannon.

Shops and offices on Santiago's main thoroughfare, the Alameda, have been
looted and destroyed.
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Model Overview

r CNN Module T 'MIL Module 1 o

: : : r :

: context (r9) > 2 s
context -

; KMaxPooling
Sentence Convolutio

v

llocal (r+)] [ local (rj)| ()}

: KMaxPooling 4 4 ‘r ; : local m:

: Word Convolution  —— ;

' 1 classification : :
2

Wi iWo i W;3| - | W; Wj Wi |+ Whn2Wh.1 Wni error back

propagation |
document sentences sentence;j sentencem |  document (bag)

Figure: MI-CNN Model Overview

e \We consider each document as a bag and each sentence as an instance
e Two layers of Convolutional Layer to construct the Local and Context representation for instances

e Classification information from MIL module is used to fine tuned the Instance Representation



Loss Function

N
L(z,y;0, W, F,b) Z (1 =yn)log P +ynlog(l = Pn) ——— Cross Entropy Loss

7

.

bag level loss

N
o
+ > ynmax(0, |Kn| = Qn) + (1 — yn)Qui —» Control num of key instances
instance rati?)r control loss
B N 1 M,
T..n
TN Z Zmax 0,10 — sgn (P, — P0)0" 1) »Control probability margin

The instance-level loss
N N M, M,

S M,)? Z Z Z Z el » Control sentences similarity

7

(N
-~

instance-level manifold propagation Q-n. — an 1 (pgl > 0. 5)

Train the model with Back Propagation %= |z x7
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Experiments Performance

Precision

Recall

F1

SVM

0.818 (0.019)

0.720 (0.008)

0.765 (0.009)

MISVM

0.724 (0.030)

0.584 (0.017)

0.646 (0.018)

CNN Model

0.732 (0.033)

0.783 (0.026)

0.756 (0.007)

GICF

0.833 (0.019)

0.421 (0.09)

0.553 (0.086)

MI-CNN (Max)

0.685 (0.030)

0.730 (0.029)

0.706 (0.018)

MI-CNN (Avg)

0.731 (0.069)

0.789 (0.042)

0.759 (0.026)

MI-CNN (Context +
Dynamic K)

0.742 (0.036)

0.813 (0.041)

0.775(0.006)

Table: Experiment Results for Event Detection (Protest or not)
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The histogram of predicted positive probability for protest and

non-protest articles for test set
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Compared with Heuristic Methods

Baseline Methods
e Keywords Protest: Select sentences containing protest related words
e Random Sentences: Randomly choose set of sentences
e Start/End Sentences: Select sentences from start and end of articles

Precision(Std.) | Recall(Std.) F1(Std.)

Keywords protest 0.755 (0.021) | 0.638 (0.017) | 0.692 (0.018)
Random Sentences 0.681 (0.026) | 0.433 (0.019) | 0.551 (0.018)
Start/End Sentences | 0.751 (0.022) | 0.555 (0.026) | 0.638 (0.019)
Our model 0.761 (0.015) | 0.635 (0.024) | 0.693 (0.019)

Table: SVM classification performance for article label prediction based on
sentences selected from different methods
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Extracted Key sentences

Positive Sentences Score | Keywords | Start/End
The protesters began their demonstration in Plaza Juarez, advanced by 16 September to Hidalgo. 0.9992 Yes No
From the early hours of Saturday morning was locked by a protest the Francisco Fajardo highway from Caricuao,
. . 0.9991 Yes No
neighbors of the sector demand security
The mobilization was convened by teachers unions, but the national March of public colleges and private (MNCPP),
the National Federation of high school students (Fenaes) and the Center Union of secondary students (Unepy) joined | 0.9991 No No
the activity.
Manifestation of truckers paralyzed the traffic in the section clean-Roque Alonso 0.9991 Yes Yes
Close Street in protest for not having water three months those who protested pointed out that the problem was
. 0.9991 Yes Yes
reported to the go, but have not resolved them nothing.
Protesters are demanding the resignation of President Cartes, since they consider that - as they understand - no rules
. . . R . 0.9991 Yes No
for the sectors poorer, and the installation a patriotic junta in power.
Adhering to the party Paraguay Pyahura troops in the Eusebio Ayala Avenue heading to downtown Asuncion, de-
. . d . . 0.9991 No Yes
manding the resignation of President Cartes.
From 09:00 hours, tens of inhabitants of the municipal head were concentrated at the entrance of Arcelia and almost 0.999 Yes No
10 o’clock began a March toward the Center, which showed banners against staff of the PF. ’ ;
Nurses were stationed opposite the hospital with placards to demand to the authorities of the IPS that their claims are
. . 0.9989 No No
solved immediately.
A group of taxi drivers protested this Monday morning in the central town of el Carrizal municipality, in Miranda
State, according to @PorCarrizal the demonstration is due to that, he was denied the circulation to the drivers who | 0.9988 Yes Yes
benefited from the transport mission.
Negative Sentences Score | Keywords | Start/End
Bled some guardians, also protesters, friends and family that went with them. 0.172 Yes No
The parade by the 195 years of independence of Ambato yesterday (November 12) had a different connotation. 0.0125 Yes No
This morning, the situation is similar, as already record barricades and demonstrations in the same place, by what
S . 0.0109 Yes No
police is already around the terminal.
The young man asked that they nicely other costume to so participate in the parade. 0.0097 No No
Employees announced that they will be inside until you cancel them owed assets. 0.0093 No No
Workers arrived Thursday to the plant where the only person who remained on duty in the place who has not claimed 0.0088 No No

his salary joined the protest.

Table: List of positive and negative sentences selected by our model sorted by score
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Sentences Highlighting Cases

Workers System Veracruz Water and Sanitation (SAS)
protested to demand pay bonuses and savings.

The more than thousand workers left the vicinity of

the offices of SAS to address the Cathedral of Our
Lady of the Assumption.

Some of the protesters walked without shoes and with
the image of San Jos Obrero shoulder, whom they
called the miracle of payvment of bonus, salary, sav-
ings and benefits.

On Thursday, the workers and their wives staged a
sit where they protested against the Municipal Palace
cacerolazos of Veracruz.

The protest ended with a Mass at the Cathedral of Ve-
racruz, where there was barely a capacity to accom-
modate more than a thousand workers participating
in the walk of more than five kilometers performed
with the holy shoulder:

Angelica Navarrete, general secretary of the Union
of SAS, insisted on Tuesday that if they do not receive
what they owe, they will strike.

During the march, at the height of Zamora Park, a
passenger bus of the coastline they were pounced on
protesters, upset because he wanted to spend and the
march went through, but no injuries.

According to the protesters, the SAS, owed to workers
85 thousand 300 million pesos.

Wage and Employment, Labor,
12/19/2015,
[Mexico, Veracruz, Veracruz]

Activists claim the government and Congress of Ve-
racruz to pass legal reform violates international
treaties on reproduction. Photo: Roberto Garca Ortiz

Mexico DF. While thousand 647 women still miss-
ing in Veracruz since 2010, the government of Javier
Duarte de Ochoa puts his effort in punishing those
who wish to terminate their pregnancy, because the
constitutional reform that protects life from concep-
tion merely criminalize, they said activists . At a rally
they demanded the governor to veto the amendment
which he drove.

Members of different groups demonstrated in front of
the representation of the state of Veracruz in Mexico
City against the “anti-abortion” reform, local MPs
approved last Thursday 21. That delivered a letter to
the governor in which he requested to avoid the ini-
tiative progresses.

They urged lawmakers not to approve it in a second
round in May. Before you reach that round, the town
councils of 240 municipalities should discuss. 121
needs to accept it, so the call was also for them.

The right to life, for desparecidas

The amendment to article 4 of the state Constitution
is a "smokescreen” to the serious problem of dis-
appearances and increased 500 percent in the num-
ber of murders of women in the state, said Adriana
Jimenez Patln, of the Network for Sexual Rights and
Reproductive in Mexico (ddeser).

Government Policies, General Population,
01/27/2016,
[Mexico, Distrito Federal, Ciudad de México]
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Event Type and Population specific tokens

¢ € {Business, Media, Medical, ..., Housing, Energy, Government}
N w @ token in article

Scorec (w) — fc,w 1Og f..: frequency of token in category c
n

N : total number of articles

w n,, : number of articles containing token w
EventPopluation EventType
Business Media Medical Legal Education Housing | Energy Economic | Employment | Government
sellers communicators health grant students housing water producers worker national
commercial journalists medical congress education | neighborhood energy mobilization official march
drivers express hospital judges national service company route drivers government
strike agreement unemployment specialties government terms sector budget payment demand
transport exhibited doctor reprogramming teachers family neighbors carriers wages square
measure profession nursing budget college group lack association  unemployment city
carriers legislation clinics explanation professor transfers supply ministry guild front
public guards patients deny faculty place population  cooperators employee hours
municipal intervened welfare approve school mutual authority peasants company demonstration
strength collaboration power exist dean bill organization PLRA job students

Table: Top scored terms in different categories of event populations and event types. All the articles are
represented by the MI-CNN model selected key sentences
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Key Takeaways

« Joint Event Detection and Extractions as Multiple Instance Learning.

« Bag Labels Transferred to Instance Labels.
oBag to Instance Aggregation Functions

* Distributed Sentence Representation combines local and global context.
oUpdated via back propagation

* Downstream: Visualizer, Event Encoder, Knowledge Graph Construction.
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STAPLE: Spatio-Temporal Precursor
Learning for Event Forecasting ing et al. som1s)

Peshawar PRy :
JBL“'” M-1 . P o
o A M-1 \ MGRE i
\ Gulmarg

Islamabad

Jan. 20, 2015: the National AT Nl :
Assembly and the Senate > >
Foreign Relations Committee 7o) L
ot had passgd resolutions ' Rawalpi (\
e Bannu condemning the pybllcatlon of \ Saidgl ¢
the French magazine

Jan. 23, 2015:
‘ Jamaat-e-Islami (JI) Ameer
Sirajul Haqg on Friday asked
the French government and

the magazine to apologize

P " Gujrat
! olxs - Sialk
o Q_gSJl
Jan. 27, 2015: Hundreds of KhUj Jan. 24, 2015: 2
students protested against a vl‘é Jamaatud Dawa (JuD) chief
French magazine and 4 == == Hafiz Muhammad Saeed 'wala
stormed a school demanding said the Muslims will launch |)>9§°
it close a global movement against it
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B Frar Faisalabad v\

S22 A i

Event, Geolocation, Time



STAPLE: Spatio-Temporal Precursor
Learning for Event Forecasting ing et al. som1s)

> Event: Labor Protest

T T Location: D.C.
> Time: 2015-04-01

A
D.C .
! : ! t 1,
NYC : T
SF
Seattle i
Mar 20-23. 2015 : Mar 24-27. 2015 : Mar 28-31. 2015 >
EDU 001 EDU ?i :  EDU iﬁz

Labor.)@
1

Labor
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STAPLE: objective function

STAPLE: explicitly enforces pairs of
cities with similar event patterns in the
past to learn similar model vectors

all tasks share
common features

e

S S (6 02 - 0
2 k| 2 2

i Iegt - "~

NG

~~ Global averaging
Spatio-Temporal Constraints
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STAPLE: spatio-temporal constraints

e e Event: Yes
Location: A
° G e Time: 2015-04-01

time

a,t("’, = (ZC Z?:ti_Hmin(E’t((C), E{“(C))>l + (dist%k,/))/

l

Similar event patterns in
the past, similar models

\ 4
Closer geolocations,
similar models



STAPLE:Event Prediction Performance
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City-level Prediction Performance
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Security-related protest

KUNDUZ RESIDENTS STAGE PROTEST AGAINST MOUNTING INSECURITY

® February7,2016 W Afghanistan = 13 Views

http://www.kabultribune.com/index.php/2016/02/07/kunduz-residents-stage-protest-against-mounting-insecurity/
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Security-related protest - precursors

0.89
'Kunduz
Kunduz 2016-2-2 Kunduz 2016-2-3 Kunduz 2016-2-4 Kunduz 2016-2-6 | Kunduz 2016-2-7
Governor Zarif Senior security First Vice-President Acting Kunduz Protesters accused
addressed speech officials say they criticizes the Governor said senior security
on an accident killed 17 Taliban government for Kuduz needs officials of being
failing to prevent the operation negligent about the
fall of Kunduz ‘
KbI201(:5131 | | i KbI20=1625 i > |
abu -1- abu -2- .
The presidential President Ghani Time
spokesman said the praised the role of
National Security British troops

Council was working
on a plan
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Learning Dynamic Context Graphs for
Predlctlng Social Events is. peng etal. kop19]

‘.. . . -
%0 =) EvehtSf

e Develop a novel graph-based model for predicting events

e Design a mechanism that encodes the dynamic graph structure of
words from past input documents to forecast future events.

e Propose a temporal encoding module to alleviate the problem
that pre-trained semantic features usually cannot reflect

contextual changes over time.
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Graph Convolutional Networks
[kipf and welling ICLR17]

Main idea: Pass messages between pairs of nodes

Graph: G = (V,€) Notation: G = (A, X)
Y :Setofnodes {v;}, |[V| =N - Adjacency matrix A € RY*¥
£ : Setof edges {(vi,v;)} - Feature matrix X € RV*F
] .. | - —f .. | - :
~V'\ coe o) v a(*)
X = HO . . 7 — HWN)

HOD — (AH(Z)W(1)>

Source: https://tkipf.github.io/graph-convolutional-networks/
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https://tkipf.github.io/graph-convolutional-networks/

Encoding documents into graphs

day T-k

Pointwise mutual
// information (PMI)
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DynamicGCN: model framework

Embedding
Construction
I

T

Construction

=

%%@%ié

EIEEI _ EEEEI
| : Embedding  Output
' t
GCN module TE module

Learn the node representation
by involving the semantic
information from neighbors

Map the final output
vector to the prediction

Prediction Ground
truth

Y —Y

*

Temporal
Feature

Semantic
Feature

Dynamic
Graph

Input
Data

>

Integrate both the
semantic information
and node embedding

T T+ At

Encode data
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Non
temporal

LR-Count

LR-word

LR-NGram

GCN

nMIL

GCN+GRU

GCN+LSTM

GCN+RNN

Ours

Thailand Egypt

F1 Rec. F1 Rec.
0.77 0.713 0.794 0.747
0.715 0.634 0.78 0.751
0.7293 | 0.6535 0.761 0.7039
0.761 0.758 0.849 0.816
0.73 0.661 0.723 0.797
0.782 0.769 0.85 0.825
0.781 0.77 0.851 0.827

0.757 0.755 0.851 0.82
0.797 0.773 0.862 0.829

India

F1

0.618

0.543

0.552

0.653

0.628

0.649

0.642

0.669

Rec.
0.559
0.433

0.441

0.627
0.719

0.621

0.614

0.602

0.627

Russia

F1 Rec.
0.739 0.721
0.705 0.689
0.714 0.714
0.784 0.826
0.76 0.769
0.787 0.809
0.786 0.791
0.787 0.809
0.804 0.799

DynamicGCN: experimental evaluation

Data:

Integrated Crisis Early
Warning System
(ICEWS) Dataverse
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DynamicGCN: a case study

02/01/2014

02/02/2014

overthrew
d

02/03/2014

overthrew furious

interrupt soread

02/05/2014

rice thrust outspoken

plead co bat def
efense fla
unaffected,” gunbattle 9 argumen stumble
: registrar compel . .
preoccupy, quell ) €9 discredit
whistle I
silenced ~ assert que
. . ) alien Yingluck
grave conciliatory Q. silenced anti-election S
aotic hurl justify il
: banish anti-election combat i registrar Uniawiu
grievance Yingluck distraught conciliatory distraught
Election Commission asked the national Yingluck’s former commerce ministers

02/07/2014

Violence grips Thai capital on eve of vote
called by Yingluck.

Thailand started voting. Voters blocked
by anti-election groups squared off
with scuffles and hurled objects.

police chief to maintain law and order.
Thai Protests Disrupt Vote.

For more details please attend the paper presentation:
Tuesday (Aug. 6) at 1:30-3:00pm, Summit 4, Ground Level, Egan Center

were suspected of being involved in
improper rice deals.
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Conclusion and Future Directions —
Precursor ldentification

- Representation Learning and Deep Learning
fo automatically encode raw input and learn hidden features

- Multi-Instance Learning
Identify key characteristics in semi-supervised event modeling

- Multi-Task Learning

to infer relationships across different tasks (locations)

Future directions
e Data integration for multiple sources

e Learning hierarchies of spatial precursors
e Semantic encoding and optimization
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Part 2: Temporal Event Forecasting
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Mining the Web to Predict Future Events

(Radinsky and Horvitz, WSDM’13)

Goal: Predict future events using historical news and web ontologies.

m deep drought, A\

at 104 degrees,
dozens of Africans

are dying.

“The worst drought to hit

@stern Africa in decades.y

@gola: death toll in storm at 71 A\

Alert
“"Mozambique’s worst Zambezi

river flooding has forced more than

68,000 people from their homes,

but the government said it did not yet

need large-scale international aid...

almost 27,000 flood refugees had been

placed in 53 camps and nearly 42,000 more

wd fled rising waters and sought refuge eIsewherty

J/_/

February 17, 2006

January 26, 2007 January 30, 2007

Angola: Cholera cases rise sharply after floods

“Cholera cases have surged after floods last week left thousands

of people without clean drinking water and access to sewage Facilities” 94




Mining the Web to Predict Future Events

(Radinsky and Horvitz, WSDM’13)

Historical Chains > Chains Feature N Featl'lre- —> Examples —> [Learner
News Extractor Enhancer Generalization Labeled Pairs
Archives
World
Knowledge
Ontologies
v

Probability of Event
target event at Generalization
time t” >t

« Predictor

Prediction Learning

Events < time t

Target Event 95



Mining the Web to Predict Future Events

(Radinsky and Horvitz, WSDM’13)

Historical Chains Feature Feature
> —>

> : ) . — Examples —> Learner
News Extractor Chains Enhancer Generalization Labeled Pairs
Archives
World
Knowledge
Ontologies
\ 4

Probability of Event
target event at Generalization
time t’ >t

« Predictor

A

Prediction Learning

Events < time t

Target Event 06



Jan 16, 1992

Feb 11, 1992

Feb 12, 1992

Feb 13, 1992

Feb 16, 1992

Event Chains (Storylines)

Jury in Shooting by Officer Hears Conflicting Accounts
Closing Arguments Conflict on Killing by Teaneck
Officer

Officer Acquitted in Teaneck Killing

Acquitted Officer Expresses Only Relief, Not Joy

250 March in Rain to Protest Teaneck Verdict
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Event Chains

Cluster documents with similar text

(using bag of words similarity)

Improve Precision:
Greedily optimize Story Entropy (entropy in its entities)

to grow “slowly”

98



Mining the Web to Predict Future Events

(Radinsky and Horvitz, WSDM’13)

Historical ~~ Chains C Feature Feature \ — Examples — Learner

N :
News Extractor Chains Enhancer Generalization Labeled Pairs
Archives
World
Knowledge
k Ontokl)gles /
oqe Y
Probability of Event :
« . < Predictor
target event at Generalization

time t’ >t

Events < time t

Prediction Learning

Target

99
Event



Troplcal Storm'lIsaac drenches Haltl
swipes Cuba

(Reuters) - Tropical Storm Isaac dumped torrential
rains on Haiti and flattened tent camps housing
survivors of a devastating earthquake, then began
an assault on eastern Cuba on Saturday.

o A " Isaac killed at least four pecople in Haiti and was expected to strengthen
EE News Sport Weather Travel Future Autos,_ into a hurricane before hitting the Florida Keys on Sunday and crossing
. ’ into the Gulf of Mexico.

Fueled by warm Gulf waters, it was forecast to strengthen into a
Category 2 hurricane with 100-mph (160-kph) winds and hit the U.S.
coast somewhere between the Florida Panhandle and New Orleans at
midweek.

'}
NEWS LATIN AMERICA & CARIBBEAN IL.

Home UK Africa Asia Europe RENGFEILENEEN Mid-East US & Canada Business Health SciVEnvira

14 April 2011 Last updated at 10:02 GMT K= =3

Cuba faces its worst drought for 50 years

Cuba is facing its worst drought in half a
century, with tens of thousands of
families almost entirely reliant on water
trucks for essential supplies.

The drought started two years ago. and
reservoirs are now down to a fifth of their
normal levels.

The government is providing road deliveries
of water to more than 100,000 people in the The BBC's Michael Voss asked people in Havana how
worst affected areas of the capital. Havana. they were coping

WE RLDNEWS.. anecnewscon

- -t 19 ' After a century without the disease, Cuba
- fights to contain cholera




Mining the Web to Predict Future Events

(Radinsky and Horvitz, WSDM’13)

Hit:\?;:al N Chains > Chains Feature N Feat}lre. . Example?s > Learner
Extractor Enhancer Generalization Labeled Pairs
Archives \ /
v
Knowledge
Ontologies
e \ 4
Probability of Event :
“ .. < Predictor
target event at Generalization

time t” >t K /

Events < time t

Prediction Learning

Target
Event



P(Cholera in Havana | Cuba, flood)

Never appeared in the news
archive...



/Cholem in Havana

Cuba,

AreaTotal :109884.0,
PopulationDensity :102.3,
GdpNominalPerCapita : 5100.0,
\ PercentWater: negligible

/
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/Cholem in Havana\

Cuba,

Social States,

\Island Countries )

P(Cholera in capital of [Country]| [Country], flood)

)8 LinkedData [
Resources §

Categories: Cuba | Caribbean countries | Communist states | Eastern Bloc | Former Spanish colonies | Gulf of Mexico | Island countries
Member states of the United Nations | Republics | Single-party states | Socialist states | Spanish-speaking countries
States and territories established in 1902




Abstraction Process

Time

“Dhaka's Cholera wars ”

Following Dhaka ]

07/27/2011 )‘ Time-frame
11:15AM +(3h) J‘

Capital Of

11:00AM +(2h) J‘ frame w
“Bangladesh floods: 1000s homeless ”

P(Cholera in capital of [Country]| [Country], flood)

105



Experimental Methodology

22 years of NYT (1986—-2007 )
Divide to learning and prediction:
o Learn 1986- 1997
o Predict 1998-2007

During prediction, only the first event in the story line (without words
containing the prediction target) is given to the predictor

Predict the last event in the storyline



Algorithm Component Analysis

General Predictions Death Disease Riots
Prec. Rec. Prec. | Rec. Prec. | Rec. Prec. | Rec.
News alone 19% 100% 80% | 59% 44% | 34% 8% | 38%
News + factual features | 19% 100% 81% | 62% 52% | 31% 7% | 42%
News + generalization | 21% 100% 81% | 67% || 53% | 28% || 88% | 42%
Full model 24% 100% 83% | 81% 61% | 33% 91% | 51%

Both factual features and generalization are essential for forecasting.



Alert Time (in days)

General Predictions Death Disease Outbreak Riots
Med. Avg. Med. | Avg. || Med. Avg. Med. | Avg.
9 21 8 41 12 273 18 30

Most alerts are given in timely manner providing time for action
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Temporal Dependency based Event
Forecasting — Problem Definition

E is a set of events;
T is a discrete representation of time

Forecasting function

f(el"”'eM) - (e:{,'“,eb)

, S.t.: .
e, ,ey occurred attime t € T

e;, +,ep occurred attime t' e T, t' >t




Temporal Dependency based Event
Forecasting — Problem Definition

E is a set of events;
T is a discrete representation of time

Forecasting function

f(el’”.leM) - (e:{;'”)eb)

4 N

Instead of modeling the forecasting function f(eq, -, ep)
based on a causal relational graph, this approach aims to model
the function based on a deep neural network.

\_ )




A Compositional Neural Network
Model for Event Forecasting

(Granroth-Wilding and Clark, AAAI’16)

e Training Phase:

O

O

O

O

INPUT: A training collection of news articles
OUTPUT: a trained compositional neural network model
Step 1: Unsupervised event chain learning

Step 2: Train a compositional neural network model to measure
the coherence score between a cause event and a candidate next

event



Step 1: Unsupervised Event Chain
Learning

Text: Robbers made a big score, fleeing after stealing more
than $300,000 from Wells Fargo armored-truck guards who
were servicing the track’s ATMs. , the Police Department
said. The two Wells Fargo guards reported they were starting
to put money in the clubhouse ATM when a man with a gun
approached and ordered them to lie down. . .



Step 1: Unsupervised Event Chain
Learning

Text: Robbers made a big score, fleeing after stealing more
than $300,000 from Wells Fargo armored-truck guards who
were servicing the track’'s ATMs. , the Police Department
said. The two Wells Fargo guards reported they were starting
to put money in the clubhouse ATM when a man with a gun
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Entities: {Wells Fargo armored-truck guards,
The two Wells Fargo guards, they, ...}



Step 1: Unsupervised Event Chain
Learning

Text: Robbers made a big score, fleeing after stealing more
than $300,000 from Wells Fargo armored-truck guards who
were | servicing | the track’'s(ATMs . the Police Department
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Entities: {Wells Fargo armored-truck guards,
The two Wells Fargo guards, they, . . .}
Predicates:  service, report, put, lietdown.

Arguments: ATM, money, in clubhouse,



Step 1: Unsupervised Event Chain
Learning

Text: Robbers made a big score, fleeing after stealing more
than $300,000 from Wells Fargo armored-truck guards who
were | servicing | the track’s, the Police Department
said. The two Wells Fargo quards[reported]they were starting
tom[money][in cIubhouse]ATM when a man with a gun
approached and ordered them to [ lie down | .

Entities mentions: {Wells Fargo armored-truck guards,
The two Wells Fargo guards, they, . . .}

Predicates:  service, report, put, lie+down.
Arguments: ATM, money, in clubhouse,

Event chain: service(x0, ATMs), report(x0),
put(x0, money, in clubhouse), lietdown(x0), . ..



Step 2: Compositional Neural
Network Model Training

e Word Embeddings
o Represent predicates and arguments as vectors
e Argument composition
o Compose embeddings into event vector
e Event Composition
o Predict whether two event vectors come from the same chain



Step 2: Compositional Neural
Network Model Training

s N
Coherence

Event composition @\% e
Train coherence score

to be high for events

Full tuning

Fine-tune the full
network to improve

in same chain, low for

coherence score as
in3

random pairs

| | | ]
D appoint) (Giardino) (to board) (Glardlno) (modernlze) procedure D

'l//l\\ | p——

Word embeddings Argument composition

Pre-train using word2vec on predicates Pre-train as compression of component em-
and arguments from event chains beddings using denoising autoencoders



A Compositional Neural Network
Model for Event Forecasting

e Testing Phase:
o INPUT:
m A testing collection of news articles dated at the current time.

m A trained compositional neural network model that measures the
coherence score between two events.

o OUPUT:

m The next candidate event.
o Step 1: Extraction of the occurred events.

o Step 2: Ranking of candidate events based on their coherence
scores to the occurred events.



A Compositional Neural Network
Model — Experiments

e Empirical validations for the multiple choice narrative cloze
(MCNC) prediction task

Entities

[avo = Giardino x1 = chairman, him ]

Context (e;)

die(zo), attend(zo, reunion), specialize(x, as partner),
describe(zq, x1, as product), hold(xq, position),
appoint(—, xg, to the board), lead(z, effort),

improve(z, operation), propose(zg, cut), play(zg, role), —

c1: receive(xg, response)

co: drive(xg, mile)

c3: seem(xq) ?
cy: discover(xg, truth) ’
¢5: modernize(zo, procedure)



A Compositional Neural Network
Model — Experiments

e Empirical validations for the multiple choice narrative cloze
(MCNC) prediction task

System Accuracy (%)
Chance baseline 20.00
C&JO8 30.52
BIGRAM 29.67
DIST-VECS 27.94
MIKOLOV-VERB 24.57
MIKOLOV-VERB+ARG 28.97
WORD2VEC-PRED 40.17
WORD2VEC-PRED+ARG 42.23

EVENT-COMP 49.57




A Contextual Hierarchical LSTM
for Event Forecasting (Hu et al., AAAI17)

E is a set of events, in which each event is denoted by its description
text (e.g., news headline) which is a sequence of words. For a given

eiEIE,

e = (Wi,lrWi,Z: '"rWi,Nl-)-

T is a discrete representation of time

Forecasting function

f(elr°°°'eM) - (81;"'185)




A Contextual Hierarchical LSTM
for Event Forecasting

e The proposed contextual hierarchical LSTM (CH-LSTM)
model has two main components:

o Part 1: Word-level LSTM encoding
o Part 2: Event-level LSTM encoding
o Part 3: Next event LSTM prediction (decoding)



Part 1: Word-level LSTM Encoding

=

hi,O hi, ______ hi,Ni <€4— A sequence of latent

,L r_f_\ embeddings of words.
Ol _|O_|o] _|O
O 1O O] O
— \TJ

| —

)
Wii e Wi N; 4—— A sequence of words that
\ ) represents an event

Event €;



Part 2. Event-level LSTM Encoding

Event-level encoding (O
> |
O
hi'Ni hin,
Word-level encoding |O
O
lW1 s W1,N; lWM 1 e WM N;

Event e, Event ey,



Part 3: Event-level LSTM Event
Forecasting

Wi 1 W2N1 WM,l "'WM,NM
Next event
forecasting E g E
(decoding)
Wmi ...
Event-level encoding |0 hiy
ﬁ —
O
Word-level encoding |O
O
Wi1 ...l W1i,N; WM s I WM 1,N;

Event e, Event ey _4



Part 3: Event-level LSTM Event
Forecastlng

W21 WZN WM,l "'WM,NM
Next event
forecasting E E E
WM ...
Event-level encoding Q hiy
ﬁ —
hin,
Word-level encoding [ l l l E E g E @
------ W1N Z1 WMi ...... WunN; Zm

Event e1 Event ey,



Experiments

e A large-scale Chinese news event dataset containing 15,254 news
series from Sina News. Each news series consists of a sequence of
news articles (or a chain of relevant events) in temporal order, and the
average number of articles for all news series is 50.

Ground Truth 2Tt Bk R =g

+— 2 % g (reach) (railway) (civil aviation) (peak)
(National Day) (more than hz‘ilf) (East China) (North China) (direction) h— #4 )
KEEN BN RS LSTM Output (Labor Day) (golden week)
(railway Station) (computer) (system) (failure) BE B S
K i Segh L — Rl SR R Bt o W TAE

HLSTM Output | (civil aviation) (administration) (request) (local authorities)

(reach) (peak) (railway) (air ticket) (do well with) (preparation) (work)

PR g R ML 5K E—
(railway) (peak) (civil aviation) (air ticket) (scarcity) CH-LSTM Output @E% R i
(railway) (reach) (peak)

f(elr'"'eM) — (8{)



Experiments

e A large-scale Chinese news event dataset containing 15,254 news
series from Sina News. Each news series consists of a sequence of
news articles (or a chain of relevant events) in temporal order, and the
average number of articles for all news series is 50.

Baseline models

Ground Truthf 2Tt Bk R =g

F L R e T

(reach) (railway) (civil aviation) (peak)

(National Day) (more than half) (East China) (North China) (direction) = = 4
KEEN BN RS . LSTM Output T (Labor Day) (golden week)
(railway Station) (computer) (system) (failure) I N .

Rl SR R Bt o W TAE
= HLSTM Output - (civil aviation) (administration) (request) (local authorities)
"smmmmnnnns” |(dowell with) (preparation) (work)

B i R BLEE 3K TP
(railway) (peak) (civil aviation) (air ticket) (scarcity) ® CH-LSTM Outputs @i‘% R e
- u (railway) (reach) (peak)

R Ve Bk HLEE
(reach) (peak) (railway) (air ticket)

f(ew, -, em) — (&) Tpe proposed model



Empirical Results

Per-word perplexity of

a model \

Per-word
classification error

|

Model Perp Error_Rate
Backoff N-Gram 264.07 93.03%
Modified Kneser-Ney 257.24 93.06%
Witten-Bell Discounting N-Gram 255.48 92.60%
LSTM 201.59 £ 0.38 | 75.22% + 0.02%
HLSTM 129.44 +0.23 | 71.06% + 0.02%
CH-LSTM 127.74 + 0.21 | 70.02% =+ 0.01%
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Event Forecasting from Twitter Data

(Chen and Neill, KDD 2014)
Protest in Mexico, 7/14/2012 2012 Washington D.C. Traffic Tweet Map for 2011 VA Earthquake

slow S B T
braffic, <
g _. " ..-;.l;',r“' .:‘.
ea"'y "“""‘101"3mpmph oo = S 2
Iane o e @ @XIG =TT e
" ghts :‘ o ¢ §

Social media is a real-time “sensor” of large-scale population behavior, and can
be used for early detection of emerging events...
...but it is very complex, noisy, and subject to biases.

We have developed a new event forecasting methodology:

“Non-Parametric Heterogeneous Graph Scan” (NPHGS)
Applied to: civil unrest prediction, rare disease outbreak detection, and early
detection of human rights events.




Technical Challenges




Technical Challenges

One week before Mexico’s 2012 presidential election:

Hashtag “#Megamarch”
mentioned 1,000 times

JALY >
A — d

Tweets that have been
re-tweeted 1,000 times

% (LS,
e e ;
A specific link (URL)

was mentioned
866 times

A

Keyword “Protest”
mentioned 5,000 times

6~y : . a
; : F Rope!

Mexico City has
5,000 active users
and 100,000 tweets

I'sa Influential user “Zeka”

posted 10 tweets




Technical Challenges

Hashtag “#Megamarch”

mentioned 1,000 times \
/ A e

Keyword “Protest”

: - Mexico City has
tioned 5,000 t _
' e ) m;es \ 9,000 active users
l ' "

Tweets that have been
re-tweeted 1,000 times

I\ Rope! and 100,000 tweets

A specific link (URL) wsa | Influential user “Zeka”
was mentioned e posted 10 tweets

866 times




Twitter Heterogeneous Network

Co-occurrence

Geographic Neighbors

Geographical
Relationship Tweet

2

Followers

User Mention
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Twitter Heterogeneous Network

Veracruz, Jalapa, Mérida, Tepotzotlan_ add to

the #MegaMarcha vs . Tambien Los
Angeles. Who else says

See you on Saturday at 15:00 in
the

Benito Juarez

Mexico city

“"

Twitterers help me
with a RT?. See you on Saturday at 15:00 in
the #MegaMarcha.

imposicion
ATE g [o])]

# MegaMarcha

Ready to march, tweeting or filming tomorrow
# vs imposicion. Hopefully many
say #Vamon

I #MexicoExigeDemocracia

II# nn
Twitterers help me with a RT?. See you on Saturday at
15:00




Twitter Heterogeneous Network

RT People are dying from hantavirus In observation ? N man suspected of
in Osorno hydroelectric government having Hanta virus in Osorne is
workers do not report Camile | beg http://t.co/xeyBhbld

help @ camila_vallejo

hantavirus

Hantavirus outbreak in Qsomo? 1
dead 2 Serious and more, it invelved a
lawyer hydrogen g wants to help the
family? wvaldiviacl

#Valdiviac

@ juanjosellanten @& meganoticiasc
Virus kills Jorge Vasquez have now
moved to Palm Je evicted more
congagious mutual RT @ rioenlinea [? WHAT LAST |
confirmed case of Hantavirus in
children or Malalhue remains severe ,
life-threatening




Nonparametric Heterogeneous Graph Scan

(Chen and Neill, KDD 2014)

1) We model the heterogeneous social network as a sensor network.
Each node senses its local neighborhood, computes multiple
features, and reports the overall degree of anomalousness.

2) We compute an empirical p-value for each node:
« Uniform on [0,1] under the null hypothesis of no events.
« We search for subgraphs of the network with a higher than
expected number of low (significant) empirical p-values.

3) We can scale up to very large heterogeneous networks:
« Heuristic approach: iterative subgraph expansion (“greedy
growth” to subset of neighbors on each iteration).
«  We can efficiently find the best subset of neighbors, ensuring
that the subset remains connected, at each step.



Sensor network modeling

Each node reports an empirical p-value measuring the current
level of anomalousness for each time interval (hour or day).

Node (Entity) Type Features
User # tweets, # retweets, # followers, #followees, #mentioned_ by, #replied by,
diffusion graph depth, diffusion graph size

______________________________________ # tweets
I 1 _

>Q pvaluezl_ozo-l_

1
-------------------------------------------------- ! Observation in —
the current day

Observations in 10 historical days

| 1 |a0||ta3 I T WU UlLlo

Minimum
Features _empirical Individual p-value _min  empirical p- _empirical Overall p-value
for each _calibration for each feature value for  calibration  for each node

node each node



Nonparametric scan statistics

Number of nodes in S with p-values <a.

SuE)graph __t_\___‘ _____
F(S) =_max F,(S) = max ¢(a,N(SHN(S)
B L= Amax ASAmax beS—e- ! l"Z“
Significance level 1 Number of nodes in S
i istic: f(p)
Berk-Jones (BJ) statistic: N, :l
b5 (@, Ng(S), N(S)) = N(S)K (5, ) Ho LO Lo
1 f(p)L]
. . H,
Kullback-Liebler divergence: P

K(x,y) = xlog(%) + (1—x)log<1 :;C,)

141



Nonparametric graph scanning

S* = argmax i-F(S )i

SC V:Sis connectedl-_.r_.!

v
We propose an approximate algorithm with time cost O(|V| log |V|).



NPHGS luati VIl {
Country # of tweets News source*
Argentina 29,000,000 Clarin; La Nacion; Infobae
Chile 14,000,000 La Tercera; Las Ultimas Noticias; EI Mercurio
Colombia 22,000,000 El Espectador; El Tiempo; EI Colombiano
Ecuador 6,900,000 El Universo; El Comercio; Hoy

Gold standard dataset: 918 civil unrest events between July and December 2012,

Example of a gold standard event label:

PROVINCE = “El Loa” COUNTRY = “Chile”
DATE = “2012-05-18" LINK =
“http://www.pressenza.com/2012/05/...”
DESCRIPTION = “A large-scale march was staged by inhabitants of the northern
city of Calama, considered the mining capital of Chile, who demanded the
allocation of more resources to copper mining cities”

We compared the detection performance of our NPHGS approach to
homogeneous graph scan methods and to a variety of state-of-the-art
methods previously proposed for Twitter event forecasting.



NPHGS results- civil unrest

Method FPR TPR TPR Lead Time Lag Time Run Time
(FP/Dav) (Forecasting ) (Forecasting & Detection) (Davs) (Davs) (Hours)

ST Durst Detection 0.65H 0.07 .12 1.10 1.57 0.1
Graph Partition .29 .03 0.15 0.59 613 15.9
Earthguake 0.04 0.06 017 0.49 5.95 15.9

RW Ewvent 0.10 0.22 0.25 0.9:3 h.83 16G.:3

Cieo Topic Modeling (.00 (.06 0,05 0.01 .94 a9.7
NPICGS (FPI=—.05) = 0,05 015 0,23 0.65 5.GH 31841
NPHGS (FPRR—.10) 1 0.10 0.:31 0.35 .94 119 384
NPHGS (FPR= .15) 1 0.15 0.37 0.42 2.28 4.17 35.4
NPIGS (FPR=.20) = 0.20 0.39 0,46 2.36 3.98 38.41

Table 3: Comparison between NPIHIHGS and Existing Methods on the civil unrest datasets

NPHGS outperforms existing representative techniques for both event detection
and forecasting, increasing detection power, forecasting accuracy, and
forecasting lead time while reducing time to detection.

Similar improvements in performance were observed on a second task:

Early detection of rare disease outbreaks, using gold standard data about 17
hantavirus outbreaks from the Chilean Ministry of Health.
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Part 3: Spatio-Temporal Event Forecasting
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Discriminative Learning-based

Predictive mapping ] \
| E%nt— 4 Event 2
Event indicators Future events

. there is event
there 1s no event

] o @@ — ﬁf 1T
g q q % Forecasting model: loca:[ions

Spatial dimension:

IOCEltiODS . Which locations are correlated
Feature selection:

. Which features are discriminative
Model selection:

. Which predictive model to choose

features

150




features

Categorization

All-to-all models

-
So00

locatlons

— T

locations

S: number of locations, K: number of features
Advantages:

Consider spatial dependency of inputs
Consider spatial autocorrelation of outputs

Disadvantages:

Time&memory consuming, complexity = S2 - K
Complex model

Large data required

Tricky to define how locations are auto-correlated.
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features

features

All-to-all models

g8
=iz

\—Y—J
locations

SH005

\—'—J

Categorization

—_—
1

goge All-to-one models

Em—

FITE

locations

7

locations

S: number of locations, K: number of features
Advantages:

. Consider spatial dependency of inputs

. Consider spatial autocorrelation of outputs
Disadvantages:

- Time&memory consuming, complexity = S2 - K
Complex model

» Large data required

= Tricky to define how locations are auto-correlated.

Advantages:

. Consider spatial dependency of inputs
. More efficient: Complexity = S - K
Disadvantages:

* Complex model
* Large data required
= Ignore potential correlation among the events
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features

features

features

S e
CSEE

locatlons

=
g

locations

Categorization

All-to-all models
— — 0006

locations

goge All-to-one models

SH005 —

locations

One-to-one models

— - 7

locations

S: number of locations, K: number of features
Advantages:

. Consider spatial dependency of inputs

. Consider spatial autocorrelation of outputs
Disadvantages:

- Time&memory consuming, complexity = S2 - K
Complex model

» Large data required

= Tricky to define how locations are auto-correlated.

Advantages:

o Consider spatial dependency of inputs
. More efficient: Complexity = S - K
Disadvantages:

* Complex model
* Large data required
= Ignore potential correlation among the events

Advantages:

. Simple model, easy to train

. Small data is needed

. More efficient: Complexity = K
Disadvantages:

= Cannot consider spatial dependency of inputs
= Ignore potential correlation among the events 153
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Societal event forecasting

Spatiotemporal event forecasting
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One-to-One models

Use individual location to forecast for each corresponding individual location

Time t location s

. g Time (t + p)

E . O .5

§ | g @ | location |
loca'tionl l l

X, ——  SWT-X) . Y

W: feature weights

f: predictive model

= Logistic regression [Gerber, DSS’15]
* Linear regression [Gerber, TCSS’18]
 So on so forth...

features
features

7
X. w

© 155




Category 1: All locations share a single

location

features

model

Pro: sufficient data to train model

Con: ignore the individual city’s exclusive
characteristics (size, population, etc.)

r— T . . .
3 Atizapandef . /) Chitoaziss .
e s ool S NCY i
------ Wit .
=] ~. TJexcoct
& V& ey .
aaaaaaaaa i (o8 .
e T8 opulation:
>y e 4N S Ciudad
/7 | Nezahualcoyotl
bl i . . 5
CAY%8 ¢ 0 1Ze. mi

4 N ORT )
useo > iy ST
\\\\\\\\\\ d
Topilejod

1K protest tweets have different meanings to these two locations

.\

City: Taxco

e Population: 39K
Size: 134 mi?
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Category 2: Each model for each location

location
’gg% Pro: consider the individual location’s exclusive characteristics

Con: 1. Insufficient data for small cities.
2gci)gies Mamm&@ax&mﬁdala_ﬁ

% @ 1000 1 // Few cities hyﬂlug_ehd_ata_

<10 10~99 100~1000§ 1000~10000 >10000
# tweets

2. Ignore the relatedness among different locations

g—

featu res

Similar expressions

Same languages

Shared keywords

Relevant events

Similar topics 157

Relatedness among locations ™




Multi-task learning for Spatiotemporal Event
Forecasting [Zhao et al., KDD’'15]

Each model for each location + All locations share a single model
|Emmdmwmmhamﬂﬁlm_ _Pro: Sufficient training data
eH#erenHeeaﬂens exclusive characteristics
_ Combine @ 'OCat'O”
Jointly preserve: =
Spatial dependency *cq;?;

e

Spatial heterogeneity

Regularize all the models

Enforce knowledge sharing
\Wz w,



Multi-task learning for Spatiotemporal Event

Forecasting [Zhao et al., KDD’'15]

Iocalon

’599 m"'i’ni LW X, V) + - R(W)

RW) = [IWllz,1 = 2 [IW; 2

features

® 5 n@(?

W ws W,
« Afeature important for a location will also tend to be also important
» Their weights value can be different.

Minimizing [, ; norm will make the matrix row sparse

Keywords “basketball” and “music” is unimportant for “influenza outbreaks” for various locations;
Keywords “cold” and “cough” is important to forecast “influenza outbreaks” for various locations;

However, their weights are different in different locations (e.g., due to different population size in each location.) 5



More

Iocalon

=

Nerad

features

Model optimization algorithm:

constraints

mwi/nz LIWTX;,)) +A-RW)

s.t. 2T I(|[wi| > 0) <7

Sometimes, the users have preference
on how many features to select

Solved by projected gradient descent.
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Experiments: Event Forecasting Performance

precision, recall, F-measure
Training set: Twitter data from July 1, 2012 to December 31, 2012
Testing set: Twitter data from January 1, 2013 to May 31, 2013

Label set: Authoritative news reports on civil unrest events

method Mexico Paraguay Brazil All Countries
DQEF 0.56, 0.40, 0.47 0.90, 0.15, 0.26 0.37, 0.34. 0.35 0.54, 0.38, 0.45
LASSO-K 0.68, 0.32, 0.44 1.00, 0.17, 0.29 0.62, 0.44. 0.51 0.72, 0.28, 0.40
QEF+LASSO 0.57, 0.49, 0.53 1.00, 0.11, 0.20 0.42, 0.49, 0.45 0.55, 0.44, 0.49
LASSO 0.70, 0.36, 0.48 1.00, 0.17, 0.29 0.63. 0.43. 0.51 0.73, 0.30, 0.43
rMTFL-D 0.96, 0.12, 0.21 1.00, 0.02, 0.04 1.00, 0.07, 0.13 0.77, 0.15, 0.25
rMTFIL-K 0.78, 0.45, 0.57 0.93, 0.43, 0.59 0.79. 0.55. 0.65 0.71, 0.51, 0.59
rMTFL 0.70 0.70 0.70 0.96, 0.32, 0.48 0.71, 0.52, 0.60 0.68, 0.57, 0.62
"MTFL-I 0.59, 0.87, 0.70 0.95, 0.39, 0.55 0.72, 0.60, 0.66 0.62, 0.68, 0.65
"MTFL-II 0.71, 0.79. 0.75 0.78, 0.81, 0.79 0.76, 0.57. 0.65 0.69, 0.71, 0.70

« Multitask models outperform the traditional LASSO models
* The proposed CMTFL Il is generally the BEST
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elected Features

"Few and not relevant keywords, due to the
_sparsity of the training data for small state

the Ur\Ntate;/

Methods Features Wyoming Nebraska Washington New York Ca i Alaska ) Florida New Mexico
four birds jadi % fast immun kalo officially
excuse dr E tired chicken slee four tea
works i 101 vomiting decided ast juga
job dealing birds late ill 2s drop

Static diet warm 2nd bottle started pigs strains
LASSO cancelled body cancer quickl quite issed die
boss pissed classes miserable normal eard nausea
ankle practice hands ate less tea swear
complicate masks miss brought years & i
NI class recover hrs gak in
Dynamic TRUE FALSE _J FALSE FALSE TRUE FALSE E
catchin ankle drop fast immune mining
jab poor chicken appetite fever slime
vaccination pray begginning tired str thanks
excuse m hospitalize quite bu, vomiting
Static daughter isease month lemon bir
rMTFL quickly jadi infections ener; week
outbreak finally kind vomit u positive
poor uarantine throat sleep virus catch
died era bro normal vaccination starting
four severe barely killing tomorrow kalo weak
Dunamic IR E IR E LRI TRUE TRUE TRUE RUE
se house sick year
A ind school cold soon
oes not ensure to include | & b tomizhe
ol days school bug
. f y sucks around symptoms
- tonight home comin,
cwTFLT the dynamic features  |.... @ e g
sta away tomorrow house
doctor week school home be throat around soon
around tomorrow week tonight tomorrow bug work sick
Dynamic TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE \
ﬂuk stog\ach cold bed n bed clf:\l]s
sic! col sick stomac days illness H
wins  mp | Does not ensure to include
days feeling week days cold official
CMTFLAII Static })ed week gays ?oon week wanted o
- eelin, days u amil sick brin; m
stomagch beé’ sucks sucksy soon deciged th e d yn a I C featu reS
week soon stomach week work cancelle
work work soon feeling sucks avoid least work
soon flu feeling sick family taking pretty soon
Dynamic TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE
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Multi-task Event Scale Forecasting
[Gao, and Zhao, AAAI'18]

Event Scale Forecasting (Gao et al., AAAI'18)

ILI1ACctivity Level

5-High

C] 4-Moderate
) stow
) 2-Minimal . . .
Multi-task Ordinal Regression
ks

l:j 1 -Insefficient data (MlTOR)

1Enforce similar scale patterns of adjacent tas

tEnforce similar feature selection across tasks
2 |2 |2 |3

Training set
tasks
Influenza outbreaks in Week 13 of 2016 —— * 2{

2 3 3 3

E-feature weight

w E Predictions on Test set
0 H tasks
............................................... : ——
101 |2 |1
w
@3 |1 |3
©
2 |1 |3 |1

...............................................
e 7; ?t Scale 3 is predicted by

Generalize the output to ordinal! ! E @ E
) ;> 7 o — learning from adjacent

Ordinal regression ST o
Figure 2: Flowchart of the proposed MITOR model 163




Multi-task Event Subtype Forecasting

[Gao, et al. AAAI'19]

Event Subtvoe Forecastina (Gao et al., AAAI'19)

®_

4
;i ST Z > »
Bl Co NO, O3 8h ~ e -~ N
m PM, PM,s EE SO, / Task A Task® //Tafkc
Output Iayerg go, | A o }e

Primary Pollutant in one day in Shenzhen, China, 2013.

Shared hidden layers : } P

Multi-class classification

L

\\ Input X
————

Predictions on Test set
tasks
36011
3 O O
2|1 ®3
311213

Generalize the output to multi-class!

L

Spatial Incomplete Multi-task Deep leArning
(SIMDA)

= Enforce shared hidden representations across tasks
= Enforce similar subtype patterns for adjacent tasks

Multi-class Classification

Task B is able to predict
Subtype 3 by learning from
adjacent task (e.g. Task C)

Training set

tagks
311 |1
£1722
123

Task B misses Subtype 3
during training 164



Taxonomy

Societal event forecasting

Spatiotemporal event forecasting

v v !
Discriminatilve Learning | | Generative / Mechanistic Learning EnsembleI Learning
v v v v
one-to-one All-to-one all-to-all Data-driven+Mechanistic Data-driven

\ 4 A 4

Generative Mechanistic
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All-to-one models

Use Multiple locations to forecast for each individual location
locations

Tags . &° .
=Gl © .

All the locations
(spatial dependency among
indicators )

features

Each individual location
(spatial independency among
events )

When the inputs have strong:

Spatial hierarchy
Missing values
Spatial dependency

Spatial multi-resolution 166



Hierarchical Incomplete Multisource Feature
Learning [Zhao et al., KDD’16]

Different feature in different spatial levels
cities

[

City-level features
A city

State-level features

Country-level features
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Applications: Multi-source Event Forecasting

Why multiple data sources?

« Spatiotemporal events are often influenced by different aspects of the
society.

» Different data sources complement each other.
« One single source cannot cover all aspects of an event.

News reports
[:| "dap, “Brazilian Spring”
Media

’
1a mmur 1

Economic Index 53
Fluctuation of Exchange Rate ) events in Brazil in 2013,
. . caused by cconon ¢S,
organized by ial media,
and reported by ne
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Spatial hierarchy among inputs

Challenge 1: Hierarchical topology : m
: , =
* E.g., country-level, state-level, city-level BRAZIL | o—adva e
- Higher-level features can influence T e
I W r_l Vel OneS il;lc(uation of Exchange Re/zteof,Brazil\ C tw‘e :u; OI:T‘ )éwl c':p\xmé
OWErTe i R

Country Ievel Clty Ievel

Incomplete data Complete data

CDC Flu reports

Challenge 2: Interactive missing values / /

« Different data sources, different spans

* Need to consider the interactions among
different sources.

Multiple data sources —

bt 3

1980s 1990s 2000s 2010s |1 | Present
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Hierarchical Incomplete Multisource Feature
Learning

Given the multi-source data for a location | at time t, predict whether the event will
happen at time r P, oK) — Yo

city, state,... ,country

- Each location has features at multiple levels /=(I1, 12, ...IN) E.g., (San Francisco, CA, USA)
Variables are dependent on the variables in their parent level

. |F1l 4
(level = 1) Yri=ao+ E ,71 O,T [ Xeyli +e city-level
F:
(level —2) oi = Bio + Y ik

J.-
(Terel —-2)| B = Wi Z'k_:’l' W - [Xesa)e + 6, country-level

Encode hierarchical

87 . IX AT state-level feature correlation by
i [ HQL il nth-order strong hierarchy

l

[F1l [Fal |Fsl Tensor form:
:> Yo=Y 3> Wik [Xew i [Xeao)i (X5 )k + € |:> Yo =WoZiy,+e¢
i=0 j=0 k=0

170



Model Framework

state-level features F>
Zoj.07X 2,

3-orderinteractive feature
Zijk=X1iX2;"X3.k Zij.o=X1,iX2,
e

v
city-level featuresF,
i.0.0 =260 o -

> /
- ' Spatially-hierarchical .
Zioa=X / Feature Learning H \S
2 order interactive [ . 1 enforce similar feature H
features Iti-level features i —» selection Feature sparsity
Kk , i
E cou ni;'—’l‘év:éxljf;gatures F3 : : é enforce strong hierarChy \
— : B Labels II
B B | T
i ~ _.Missing Pattern1 ... Missing Pattern M
Multiple Data Sources _ L h 4
] 'nteraCt':"e feallllres Models for different
Country-level I i ]] i missing patterns
multi-level features| P > O
State-level _‘:_—L Model 1| |Model 2| « » » |Madel M
City-level i i
- ' , | i Predictions
Test set Missing Pattern1 ... Missing Pattern M

{a) hierarchical multi-source interactive feature learning
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Ll ettt |

L _CU: Civil Unrest _ _

Dataset

X

. 1
Dataset omain _ _I;al_:oe;l _so_u:css_ o #Eynts
Argentina .\ ¢uU | | Clarin; La Nacion; Infobael JB0O6
. P O Globo; O Estado de Sao| / ,
Brazil | U 1 ! Paulo; Jornal do Brasil ) 3226
- | | " La Tercera; Las Ultinlay .
Chile 1 cU | | Noticias:; El Mercurio ! 706
I S ador; ie o
Colombia |1 cu | Bl Espectador; El "liempo; 1196
L I 1 El Colombiano
El - I El Diaro de Hoy; La I -
Salvador ! CU | 1 Prensa Grafica; El Mundo | 657
1 1 P N - .

Mexico cuU I La Jor na',(_la,. B.efox ma; I 5465

| | . Milenio '

o 1 -1 I"ABC Color: Ultima Hora; |
Paraguay | CcUu : | La Nacion | 1932
Uruguay L cu ] El Pais; El Observador | 624

] o | El Universal; El Nacional; | -
Venezuela . U1 L Ultimas Noticias _ _ | 3105
U.S. FLU “CDhC Flu Act1v1ty 1\Iap 1027

FLU: Influenza

Disease surveillance reports
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Hierarchical features and missing

values

Multi-level sources

| Civil Unz “mm-dd) Influenza (yyyy-week)
Level 1 / Level 3 \ 11 ‘W Level 3
Geo-level City State * Country < State > Region > Country—p
Twitter: ICEWS — CURRENCY: — o — ﬁ‘v!'!'t.tﬁ ILI-Net: FluSUiV—NE:E —
data sources: 2013-04-01~ 2013-04- 01~201d07 10 2013-04- 01'\’201%10 21 2011- 1+2013 52 2009-35~2013-52 2009-1~2011-12
training period 2013-12-31 2013-10-21~2013"T2 TOR: a - 2011-36~2012-13 I
W EI, S 2013 0L

Multi-source features

Block-wise missing values

Multi-source features

domain | data sources | features
LU RRENCY Open,High,Low,Close
—» TOR Tor daily usage statistics
—ICEWS CAMEO Codes
——T'witter 982 keywords
Influenza Hospitalization
Ratio by age groups: 0-4 yr,
| SHdBury-NET 5-17 yr, 18-49 yr, 50-64 yr,
and 65+ yr
un/weighted ILI
ratios,positive perctentage,
[ thI-Net #cases of flu types: A(HIN1),
- A(N1), A(H3), A, B, H3N2v
~l'witter 522 keywords
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AUC for different missing ratios

(AUC: area under ROC curve)

Missing data ratio (3%)

Method Argentina Brazil Chile Colombia El Salvador Mexico Paraguay Uruguay Venezuela
LASSO 0.5267 0.7476 0.5624 0.8032 0.3148 0.7823 0.5572 0.4693 0.8073
LASSO-INT 0.5268 0.7191 0.5935 0.7T861 0.5269 0777 04887 0.5069 0.7543
iMSF 0.4795 0.4611 0.5033 0.7213 0.5 0.5569 0.4486 0.4904 0.5
MTL 0.3885 0.5017 0.5011 0.4334 0.3452 0.4674 0.4313 0.3507 0.5501
Baseline 0.5065 0.7317 0.6148 0.8084 0.77TT 0.8037 0.7339 0.7264 0.7846
HIML 0.5873 0.8353 0.5705 0.8169 0.7191 0.7973 0.7478 0.8537 0.7T488
Missing data ratio (30%)
Method Argentina Brazil Chile Colombia El Salvador Mexico Paraguay Uruguay Venezuela
LASSO 0.5035 0.7362 0.588 0.8412 0.37T85 0.7896 0.478 0.6749 0.681
LASSO-INT 0.4976 0.6361 0.5912 0.8151 0.3852 0.7622 0.426 0.7177 0.6428
iMSF 0.4797 0.4611 0.4959 0.6845 0.5 0.5569 0.4811 0.4898 0.5
MTL 0.4207 0.5156 0.5023 0.5978 0.3413 0.4666 0.4318 0.347 0.4397
Baseline 0.5012 0.7724 0.6245 0.8032 0.7626 0.7598 0.738 0.8205 0.7621
HIML 0.5854 0.8497 0.6072 0.8449 0.726 0.7907 0.7471 0.8576 0.7T378
Missing data ratio (507%)
Method Argentina Brazil Chile Colombia El Salvador Mexico Paraguay Uruguay Venezuela
LASSO 0.5128 0.7461 0.5301 0.8167 0.3139 0.7552 0.5285 0.5992 0.6678
LASSO-INT 0.504 0.6145 0.5537 0.7339 0.4283 0.7309 0.4745 0.5396 0.6155
iMSF 0.4796 0.4611 0.4962 0.7467 0.4899 0.5488 0.4804 0.487 0.5
MTL 0.5104 0.4818 0.4715 0.65 0.3375 0.4744 0.436 0.3578 0.3839
Baseline 0.5101 0.7717 0.639 0.8142 0.7665 0.8079 0.7324 0.8112 0.7759
HIML 0.5795 0.8463 0.548 0.8432 0.7126 0.7892 0.747TT 0.856 0.7176
Missing data ratio (707%)
Method Argentina Brazil Chile Colombia El Salvador Mexico Paraguay Uruguay Venezuela
LASSO 0.5162 0.6674 0.5947 0.8344 0.2597 0.7485 0.4075 0.2652 0.6699
LASSO-INT 0.4691 0.5557 0.5469 0.7167T 0.2116 0.7 0.3808 0.2256 0.6503
iMSF 0.4796 0.4611 0.5503 0.7855 0.5 0.557 0.4795 0.5221 0.5
MTL 0.4128 0.5023 0.5069 0.6195 0.3323 0.4702 0.4283 0.3569 0.6464
Baseline 0.5188 0.7741 0.6059 0.8121 0.7557 0.8097 0.7136 0.72 0.6993
HIML 0.5484 0.7812 0.3887 0.8416 0.7181 0.8001 0.7146 0.8453 0.716

* The proposed HIML performs the best

» Methods considers hierarchical features performs better

» Performance decreases when missing ratio increases

» Methods that can handle incomplete data decreases slower in performance 74
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All-to-all models

Use all the locations to forecast for all the locations simultaneously

=== e
=E== =

All the locations (spatial dependency among events)

features

locations
All the locations (spatial dependency among indicators)

In some domain, events can trigger other events

Commuters stranded on 185 Stored PVC tubes ie . . .
after massive Fire ...85 N. under 185 N catch fire. Practitioners want much more than just prediction results
we're live on air Now Huge toxic ire. Additional Questions Event 4 Event 3 Event 1 Event 2
- - —T =
_ a fire UNDER i85 right now and ) (on 185/178T) ) (on Peachtree RF)) (o.n 185/Buf Hwy) | | (on 185/Downtown)
Holy shit Huge fire it looks serious. | felt the heat 1. Trigger event type? detoured traffic| | detoured traffic|| fire on road roadblock ahea
under a section of driving by on the OTHER side ) )
185 and now ving by ! 2. Trigger event? Event 2 Event 1 fire accident Event 1
Road work on um | just saw a bad car . . ) = . S = R - .
3. Indicative messages/signals?| posts/images posts/images || posts/images posts/images
[ ]

| see smoke
qway
You'd be bet = - e MW o
i road * g — === ‘
Sy oy = s £ =  prediction = -

(a) current crowdsourced observations (b) future congestion events

crash happen on 1285 | am
not okie dokie
far

— 176



Hetero-ConvLSTM: A Deep Learning Approach to Traffic Accident

Prediction on Heterogeneous Spatio-Temporal Data
[Zhuoning et al, KDD’18]

Challenges:
« Existing methods fail to sufficiently utilize all different sources.

« Spatial heterogeneity
* e.g., rural vs urban

w
(%))

=&==Urban roads (60 km/h)

=& Rural roads (80-120 km/h)

N n w
o (&) o

Relative crash rate
o

 (Class imbalance
 a.k.a., accidents are rare

-
o

o

o

-10 -5 0 5 10 15 20
Vehicle speed in relation to average traffic speed (in km/h)
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The structure of the regional ConvLSTM
model

. - -
Predicting - =E_SEE e
Crash Map - - ! T
N -~ 4

/ T=8 T=9 T=14\
Regional Accident Risk Model [ Mask | [ Mask ] [ Mask |

- y
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\[ d Data Through T ime J/
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Model Performance

Table 1: Model Performance

Model Type-1 Urban Type-2 Rural Type-3 Mixed

MSE RMSE CE MSE RMSE CE MSE RMSE CE
LR(C=0.1) 0.146 0.382 0.051 0.040 0.199 0.002 0.086 0.294 0.014
DTR(depth=30) 0.172 0.415 0.243 0.056 0.237 0.123 0.111 0.334 0.230
DNN(2048x2048) 0.140 0.374 0.033 0.036 0.190 0.023 0.082 0.286 0.011
FC-LSTM(2048x2048) 0.187 0.434 0.419 0.042 0.205 0.419 0.089 0.298 0.001
ConvLSTM (128x128x128x128) 0.117 0.343 0.074 0.037 0.192 0.025 0.077 0.278 0.071
Historical Average (7 years) 0.050 0.224 0.340 0.015 0.121 0.219 0.033 0.181 0.295

Hetero-ConvLSTM (128x128x128x128) 0.021 0.144 0.014 0.006 0.078 0.001 0.013 0.116 0.010

Table 2: Impact of Feature Groups

Model Type-1 Urban Type-2 Rural Type-3 Mixed All Regions
MSE RMSE CE MSE RMSE CE MSE RMSE CE MSE RMSE CE
N 0.120 0.346 0.089 0.063 0.251 0.212 0.082 0.286 0.068 0.049 0.222 0.047
N+RW+RA 0.126 0.356 0.073 0.038 0.195 0.046 0.076 0.276 0.087 0.056 0.237 0.074
N+RW+RA+V+RC 0.123 0.351 0.127 0.039 0.199 0.006 0.100 0.316 0.256 0.049 0.221 0.037
N+RW+RA+V+RC+G 0.148 0.384 0.247 0.038 0.194 0.039 0.080 0.283 0.050 0.048 0.219 0.043

N+RW+RA+V+RC+G+CL 0.118 0.344 0.075 0.046 0.216 0.100 0.082 0.286 0.018 0.048 0.220 0.030

N+RW+RA+V+RC+G+CL+E [0.117  0.343 0.074 0.037 0.192 0.025 0.077 0.278 0.071 0.049 0.222 0.026 '

R e e e e e e e e e e e

Using heterogeneous data sources 1s advantageous!
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Case study of traffic accidents

el :{? a ;:._:_-‘\ : - '-.
cfél’d?nts‘;_LQe.d =
Rapids :

* Three Vehicles Crasled

R _ , & at Coralville, IOX\‘@‘(MM
@ Selected area Predictions @ Ground Truth
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Ensemble Learning for
Spatiotemporal Event Forecasting

eDue to the complexity of the societal phenomena.
oEach data source may only cover one part

oEach model may only explain a portion of the truth

oSome truth are unobservable.

Ensemble learning:

« Leverage the complementary strength of different models

« Sufficiently utilize different data sources in modeling different
phenomena
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SimNest: Social Media Nested Epidemic Simulation via

Online Semi-supervised Deep Learning
[Zhao, et al., ICDM’15, Geoinformatica, 2019]

e Goal: Utilize social media data and disease mechanism to model the
underlying influenza epidemics progression.

eModel characteristics:

m Ensembles of Data-driven and Mechanistic Models
m Online Learning
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Epidemics Modeling (Category 1):
Computational Epidemiology

1. Model the following mechanisms 2. Tune parameters against
a. Demographics and social contact network surveillance data _
- L F
b. Disease progression: SEIR mo#cheL _ im |ation model

or
l

School Closure  Vaccinatio Isolation

188
n



Epidemics Modeling (Category 1):
Computational Epidemiology

e Challenges

o Challenge 1: Coarse-grained surveillance data

aa
N
AN

o Challenge 2: Dynamics of contact networks

State-wise:

Week-wise;

rted to CDC by U.S. WHO/NREVSS
ional S ry, 2008-09

N U -
¢ g 8 8 ¢ 8 8 ¢
o 38 8 38 8 8 &8 38 A0

Week

Peter moved out to another

This year much
more people get flu

city because he lost job.

shot

o Challenge 3: Poor timeliness

Jim is suddenly on vacation.

m Surveillance data is at least one week behind.
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Epidemics Modeling (Category 2):
Data-driven Technigues on Social Media

e Fast monitoring real-time epidemics
Tweets per day: flu

[\ « Spatially & Temporally fine-grained

: \ * No delay

1. Identify the response to flu 2. |dentify the individual’s disease progression

e Individual-wise health condition mining
% Avoid crowds . | Feel I'm getting flu

What Peter will I:> Get flu shot £ 3" day in the bed
do? % . " _Maybe it's time back to work

in flu season,

190



Epidemics Modeling (Category 2):
Data-driven Techniques on Social Media

=" | feel like crap!
I’'m getting the flu

= ;]USt got "."Vdf'“ Sh?]t” ]-:-'. -------- Maybe i W|II feel better tomorrow and can
5‘ rom @rxjude ouch!! & go back to school Thursday!:D hate the flu

v

e C---) “{ Ithink I gotflu ] - _ = —
e = — | just realized that | lost my ability to|.*
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Have No ldea of the Underlying Mechanism

Challenge: Real Mechanism is hidden to social media
What is the real disease contact network?
What is diffusion process of epidemics?

What is the consequence if someone took vaccine?
Any influence on infectivity if someone has summer holiday? 191




Motivations

Computational Epidemiology +

« Advantages: g

— | Mechanism on disease progression

_Mechanism on disease diffusion
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Combine
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|dea

Timely and fine-grained observations
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Model: Overview

| B. Bispace Inconsistency Loss

Simulated perso
Twitter user

Tweets of the user

Datet t+1 t+2 t+3 t+4 t+5

|D. Temporal Pattern Loss|

@~ Qe @

- -‘-‘_.ﬁ--

IA. Supervised Loss |

Health State Layer

Abstract Semantics Layer

Text Layer

a keyword

©: Healthy
@: Infectious

o
N
-

0.1

0 1 2

3

6 7 8 9

Infectious period distribution

C. Infectious Period Loss

Our objective:

Minimize loss

min L =min Ly, + Lg + Lc + Lp
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The Proposed Model

Tweets of User u at Time t

- T

Learn a mappmg fw (Xu,t) _)_('litlﬁ_y_'u_tf—/ Infectious (1) or not (0)

2
Minimize supervised Loss: La=min Z Z ||fW(Xu t) — Yl
Deep neural networks
Online training by alternating optimization l,t)
e

Health stage of Person v at Time t in simulated world

Maximize the likelihood of infectious period distribution:
Infectious period is Gaussian distributed

Z Jw (Xue)] = du ~ pr(u)= N(ulpr, or)
Health stage Shm ild hea r‘nnepm itive-

L= mlnzz | fov (Xat) — fov (X, t+1) |7
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Experiments: Dataset

« Dataset:
— Twitter: Year 2011 ~ Year 2014 in the US.
— Training set: Aug 1 2011 ~ Jul 31 2012.
— Test set: Aug 1 2012 ~ Jul 31 2014.

Table I: Twitter data set and demographics

] Demographics ] Twitter
state population size #connections #Htweets #users
CT 3,518,288 175,866,264 9,513,741 10,257
DC 599,657 19,984,180 12,148,925 7,015
MA 6,593,587 332,194,314 19,785,147 15.005
MD 5,699,478 285,159,648 20,754,218 19,758
VA 7,882,590 407,976,012 15,899,713 14,302

Connecticut (CT), Massachusetts (MA), Maryland (MD), and Virginia (VA), and the

District of Columbia (DC)
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Experiments: Label and Metrics

e Label:

— influenza statistics reported by the Centers for Disease Control and
Prevention (CDC).

— The CDC weekly publishes the percentage of the number of physician
visits related to influenza-like iliness (ILI) within each major region in the
United States.

* Metrics:
— Lead time: How much time the output is ahead of the input.
— Mean squared error (MSE)
— Pearson correlation
-~ P-value
— Peak time error: Error of the predicted time of peak value 197



Experiments: Comparison Methods

e social media mining methods:
o Linear Autoregressive Exogenous model (LinARX)
o Logistic Autoregressive Exogenous model (LogARX)
o Simple Linear Regression model (simpleLinReg)
o Multi-variable linear regression model (multiLinReg)
e computational epidemiology methods:
o SEIR
o EpiFast
e Detailed parameter settings:

o See here:
http://people.cs.vt.edu/liangz8/materials/papers/SimNestAddon.pdf 198



Influenza Epidemic Forecasting
Performance

Training set: Tweets in Aug 2011 ~ Jul 2012 in the US.

Test set: Tweets Aug 2012 ~ Jul 2014 in the US. Label set: CDC surveillance data
1

1
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) (¢) CT, 2012~2013

—— EpiFast —s— LinARX —— LogARX —+— MultiLinReg ~— SEIR —* - SimNest —2 - SimpleLinReg

P-value: likelihood that the Pearson correlation: Lead time: How much time the
null hypothesis is true. Strength of linear relation output is ahead of the input.
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Conclusion and Future Directions — Spatio-
Temporal Event Forecasting

e Spatial-temporal event forecasting methods are typically designed based on
the modeling of complex relationships of past and future events from both
the geographical and temporal dimensions.

e Future directions
o Spatial dependencies among the events
o Bridge the event forecasting and decision making
m Interpretability, uncertainty, robustness
o Bridge the communities between data scientists and social scientists.

o World common sense model that build a unified world surrogate model
for event synthesis.
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Thank you
Q&A

Feel free to email questions or suggestions to
yue.ning@stevens.edu or Izhac9@gmu.edu
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