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INTRODUCTION
Event forecasting, such as civil unrest movements, disease out-
breaks, and elections is an important and challenging prob-
lem. From the perspective of human analysts and policy mak-
ers, forecasting algorithms must not only make accurate predic-
tions but also provide supporting evidence. In our work, we
present a framework that helps to identify the causes related to
the event of interest. The identified key documents are referred
to as precursors.
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Figure 1: Precursor story line for a protest event in Argentina.

PREDICTIVE PERFORMANCE

Argentina Brazil Mexico
Acc F-1 Acc F-1 Acc F-1

SVM 0.611(±0.034) 0.406(±0.072) 0.693(±0.040) 0.598(±0.067) 0.844(±0.062) 0.814(±0.091)
MI-SVM 0.676(±0.026) 0.659(±0.036) 0.693(±0.040) 0.503(±0.087) 0.880(±0.025) 0.853(±0.040)
rMILnor 0.330(±0.040) 0.411(±0.092) 0.505(±0.012) 0.661(±0.018) 0.499(±0.009) 0.655(±0.025)
rMILavg 0.644(±0.032) 0.584 (±0.055) 0.509(±0.011) 0.513(±0.064) 0.785(±0.038) 0.768(±0.064)
GICF 0.589(±0.058) 0.624(±0.048) 0.650(±0.055) 0.649 (±0.031) 0.770(±0.041) 0.703(±0.056)
nMIL 0.709(±0.036) 0.702(±0.047) 0.723(±0.039) 0.686(±0.055) 0.898(±0.031) 0.902(±0.030)
nMIL∆ 0.708(±0.039) 0.714(±0.034) 0.705(±0.048) 0.698(±0.045) 0.861(±0.014) 0.868(±0.014)
nMILΩ 0.687(±0.038) 0.680(±0.045) 0.713(±0.028) 0.687(±0.038) 0.871(±0.013) 0.879(±0.014)

Table 1: Event forecasting performance comparison based Accuracy
(Acc) and F-1 score w.r.t to state-of-the-art methods. The proposed
nMIL , nMIL∆, nMILΩmethod outperform state-of-the-art methods
across the three countries.

Overall Evaluation

Figure 2: The distribution of relative cosine similarity for all documents
(green line) and for precursor documents (blue line) with probability
greater than 0.7
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PRECURSORS EVALUATION
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Figure 3: Forecasting evaluation on 3 countries with respect to F1 score.
X-axis is the number of historical days used in the training process. Y-
axis shows the average F1 score of 10 runs of experiments.

Figure 4: Estimated probabilities for negative examples (purple) and
positive examples (green) for Argentina and Mexico.

0.64

0.52

0.66 0.65
0.71

0.62

0.75
0.78 0.8

2014-11-09: 
Students take 
highway
(0.82)

2014-11-10: 
Oaxaca 
teachers
block Ayotzinapa
(0.93)

2014-11-08: 
Ask the PGR 
justice for 
Normalistas
(0.89)

2014-11-07: 
Block Federal 
Palace 
(0.79)

2014-11-05: 
Students took 
radio stations 
in the capital
(0.78)

2014-11-02: 
The federal gov 
hinders the work 
of police
(0.55)

2014-11-11: 
CETEG teachers burn 
congressional offices

2014-11-04: 
Members of the 
artistic community
marched
(0.76)

2014-11-06: 
500 people involved 
in the mobilization
(0.81)

Students
Artistic Community

Policing Community

Child, Youth, Adults

2014-11-01: 
Students marched 
through the streets 
(0.79)

Figure 5: Precursor story line for a protest event in Mexico.
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Figure 6: Sensitivity analysis on β and λ.

OBJECTIVES
Multiple instance learning algorithms are a class of supervised
learning techniques that accept labels for groups of instances,
but where labels for individual instances are not available. We
formulate the precursor identification and forecasting problem
in a novel multiple instance learning algorithm (MIL) setting.

1. A novel nested framework of Multi-Instance Learning
for event forecasting and precursor mining.

2. Harness temporal constraints in Multi-Instance Learning.
3. Modeling for various event categories in multiple geo-

locations.
4. Application and evaluation with comprehensive experi-

ments.

METHODS
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Figure 7: System Framework.

We model the instance level probability estimates pij for a news
article j on day i to associate with a targeted event ewith a lo-
gistic function.

pij = σ(wTxij) =
1

1 + e−w
Txij

. (1)

The probability for a day (or bag) is then modeled as the aver-
age of probability estimates of all instances in a day. Hence, for
each bag:

Pi = A(Xi,w) =
1

ni

ni∑
j

pij , (2)

The probability of a super-bag S (associated with an event e )
being positive

P = A(S,w) =
1

t

t∑
i

Pi (3)

Loss function:
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β

n
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1
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h(xij ,w) + λR(w)

We update the cost function across days (bags) as follows:
g(Xi,Xi−1) = ∆(Xi,Xi−1)(Pi − Pi−1)2 (5)


