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INTRODUCTION

Event forecasting, such as civil unrest movements, disease out-
breaks, and elections is an important and challenging prob-
lem. From the perspective of human analysts and policy mak-
ers, forecasting algorithms must not only make accurate predic-
tions but also provide supporting evidence. In our work, we
present a framework that helps to identity the causes related to
the event of interest. The identified key documents are referred
to as precursors.

0.772

0.568
Government

Poverty Debt Crisis

Develop agenda 2014-08-01: By Lear layoffs, i | .

for the migrant 2014-07-30: Argentina debt crisis to workers blocked Pl e ™ i o o

perspective Standard of Poverty International Court of ] ustice highway " R KU, PR

(0.68) (0.79) (0.71) (0.82) O\

| | | | | | —>

2014-07-29: 2014-07-31: 2014-08-03: 2014-08-07
The Economic Convocation Unresolved debts Barenboim government: Protesters demand for labor;
Argentina organized a in Argentina Imagination to power Millions living below the
demonstration declare entering (0.74) (0.77) poverty line.
a technical default

(0.57)

Figure 1: Precursor story line for a protest event in Argentina.

OBJECTIVES

Multiple instance learning algorithms are a class of supervised
learning techniques that accept labels for groups of instances,
but where labels for individual instances are not available. We
formulate the precursor identification and forecasting problem
in a novel multiple instance learning algorithm (MIL) setting.

1. A novel nested framework of Multi-Instance Learning
for event forecasting and precursor mining.

2. Harness temporal constraints in Multi-Instance Learning.

3. Modeling for various event categories in multiple geo-
locations.

4. Application and evaluation with comprehensive experi-
ments.
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Figure 7: System Framework.

We model the instance level probability estimates p;; for a news
article 7 on day ¢ to associate with a targeted event e with a lo-
gistic function.

1
pij = o(W" Xi5) = g ()

The probability for a day (or bag) is then modeled as the aver-

age of probability estimates of all instances in a day. Hence, for
each bag:

1 —
Pi = A(Xi,w) = — > pij. (2)
L

The probability of a super-bag S (associated with an event e)
being positive
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We update the cost function across days (bags) as follows:
g(Xi, Xiz1) = A(X;, Xi—1) (P — Pi_y)? (5)
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PREDICTIVE PERFORMANCE

Overall Evaluation

| Argentina | Brazil | Mexico -~

Acc F-1 Acc F-1 Acc F-1 | | | | — " | | | —
SVM 0.611(£0.034)  0.406(+0.072)  0.693(40.040)  0.598(+0.067)  0.844(£0.062)  0.814(F0.091) B [
MI-SVM  0.676(£0.026)  0.659(£0.036)  0.693(+0.040)  0.503(4-0.087)  0.880(40.025)  0.853(=£0.040)
rMIL"°" 0.330(4+0.040)  0.411(£0.092)  0.505(40.012)  0.661(4+0.018)  0.499(+0.009)  0.655(=40.025)
rMIL?"8 0.644(+0.032)  0.584 (£0.055)  0.509(40.011)  0.513(40.064)  0.785(+0.038)  0.768(3-0.064) 3 o
GICF 0.589(40.058)  0.624(£0.048)  0.650(40.055)  0.649 (£0.031)  0.770(£0.041)  0.703(Z0.056) YT 0T T 10 %5 o7 o1 or  or i
nMIL 0.709(£0.036)  0.702(£0.047)  0.723(+0.039)  0.686(F0.055)  0.898(+0.031)  0.902(40.030) relative cosine relative cosine
nMILA 0.708(40.039)  0.714(40.034)  0.705(40.048)  0.698(+£0.045)  0.861(£0.014)  0.868(40.014)
nMIL*’ 0.687(+£0.038)  0.680(40.045)  0.713(40.028)  0.687(£0.038)  0.871(£0.013)  0.879(4-0.014)

Table 1: Event forecasting performance comparison based Accuracy
(Acc) and F-1 score w.r.t to state-of-the-art methods. The proposed
nMIL , nMIL?, nMIL"method outperform state-of-the-art methods

across the three countries.

Figure 2: The distribution of relative cosine similarity for all documents
(green line) and for precursor documents (blue line) with probability
greater than 0.7

PRECURSORS EVALUATION
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Figure 3: Forecasting evaluation on 3 countries with respect to F1 score. of polce n the capit Palace 02
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X-axis is the number of historical days used in the training process. Y-

axis shows the average F1 score of 10 runs of experiments. Figure 5: Precursor story line for a protest event in Mexico.
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Figure 4: Estimated probabilities for negative examples (purple) and

positive examples (green) for Argentina and Mexico. Figure 6: Sensitivity analysis on 5 and A.
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We plan to incorporate heterogeneous data sources in our method and also explore reg-
ularized Multi-Task Learning (MTL) approaches with spatial and temporal constraints.
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